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High-aspect-ratio line focus and plasma
production using a random phase plate

M. Desselberger, L. Gizzi, V. Barrow, J. Edwards, F. Khattak, S. Viana,

O. Willi, and C. N. Danson

The use of rectangular-element random phase plates to generate a line focus is described. Photographic
records of the resultant focus are presented and compared with theoretical calculations made by using an

interference code.

Good agreement is found. The code is used to investigate possible design modifica-

tions to produce a more square-topped line focus. A 12-ps Raman-shifted KrF (A = 0.268 pm) laser pulse
is used in combination with such plates to produce a laser plasma. The plasma conditions are extensively
characterized by using time-resolved extreme UV spectroscopy and a pinhole camera, and their suitability
for x-ray laser applications is discussed.

l. Introduction

Recently a number of optical techniques for smooth-
ing laser beam focal spots have been developed as part
of the program to improve the uniformity of direct-
drive inertial confinement fusion implosions. These
methods include random phase plates! (RPP’s), in-
duced spatial incoherence? (ISI), and smoothing by
spectral dispersion.® Smoother focal spots result
from the elimination, or at least reduction, of the
coherence of the laser light. To date square and
circular smoothed focal spots have been produced.
In many situations, however, other focal spot profiles
are required. These include x-ray laser systems?
where line foci are required and laser etching applica-
tions that require various focal spot geometries,
depending on the application. We describe the pro-
duction of line foci by using modified RPP’s but stress
that the same modification procedure could be used to
produce almost any focal spot geometry. Apart from
the versatility and simplicity of the development that
we describe here, there are important additional
advantages over more traditional methods of achiev-
ing noncircular focal spots (for example, off-axis
multielement systems and cylindrical lenses). The
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use of random phasing to produce the desired profile
provides a greater degree of control over optical
aberrations in the system and is generally more
efficient in terms of energy loss. A further advan-
tage of particular importance to short-pulse (<10 ps)
applications where the spatial extent of the pulse is
small (10 ps = 3 mm) is the fact that random phasing
introduces only a negligible delay (maximum de-
lay = /2 < pulse length) across the line focus.
Off-axis optics by comparison introduce a delay that,
in many cases of interest (including x-ray laser-type
line foeci with high aspect ratios), is significant with
respect to the pulse length. In this paper images of
the focal spots obtained with such modified RPP’s are
presented along with numerical simulations and pos-
sible design improvements. Furthermore, measure-
ments demonstrating the feasibility of using these
RPP’s for x-ray laser-type systems are presented.

Il. Numerical Model for Focal Spot Simulation

To model the intensity profile produced by different
smoothing techniques an interference code was writ-
ten. The code solves the two-dimensional, complex
Kirchhoff diffraction integral in the Fresnel approxi-
mation® [Eq. (1)] and allows variation of the axial
distance parameter z; to select different planes
throughout the focal region. A fast-Fourier-trans-
form algorithm is used to solve the integral. RPP
and ISI behavior is modeled by using a Gaussian
statistics routine to generate appropriate phase fronts.
The code was used to investigate the effect on the
focal spot intensity profile of broadband laser light,
RPP, ISI (and the effectiveness of these techniques in
non-far-field focusing conditions, z; < f), and inten-
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sity and phase variations in the incident beam. A
full account of the results, including analysis of the
degree of uniformity achieved and of the mode spec-
trum present in each case, is published elsewhere.b

E(x;, y:) = Clx;, yi, 2)FTIE (xg, yo)explio(xg, y0)]
x explik(xo? + yoD/21[(f — 2)/2fz]), V)

where (x,, y,) are the coordinates in the input plane,
i.e., just before the lens,
(x;, ¥;) are the coordinates in the focal plane,
k(=27/\) is the wave vector,
z; is the distance of the focal plane from
the image plane (z; = fis tight focus),
fis the focal length of the lens,
FT[ ]represents the two-dimensional com-
plex Fourier transform with respect to
(xO’ yO)’
C(x;, ¥, 2) = (K /\z)exp(ik [z; + [(x2 + y;2)/221)),
K is a real constant (dependent on the
units used in the calculation),
Ex,, y,) [=1,(x,, y,)*?] is the electric-field ampli-
tude in the input plane,
o(x,,v,) is the phase front in the input plane
(0 < @ < 2m).
|[The far-field intensity distribution is simply
I(xi, yi) =FK (xi, Yi )2}

The RPP phase front is modeled by generating an
array of randomly distributed phase shifts that take a
value of either 0 or w. This is not quite the same as,
but is equivalent to, the original RPP concept,! where
random shifts with values anywhere between 0 and «
were used. The advantage of the binary-type phase
plates is that production by lithographic techniques is
simplified. All the RPP’s that are produced for the
experimental investigations described here were of
the binary type. The input plane electric-field func-
tion E (x,, y,) was found to be well approximated by a
square top-hat function (as determined by the micro-
densitometry of an image of the near-field beam).
Typical values for distortions introduced by the laser
system were included additionally in the input plane
phase [¢(x,, v,)] and electric-field [E(x,,y,)] func-
tions.

. Experimental Measurements of the Focal Spot

Phase plates with rectangular (@ X b) elements were
produced by a lithographic technique that is de-
scribed in detail elsewhere.” When used in combina-
tion with an ordinary spherical lens, they produce a
line focus with an aspect ratio of a:b (provided that
the performance of the illumination system is diffrac-
tion-limited). The sPRITE short-pulse, high-power
KrF laser system® of the Science and Engineering
Research Council Central Laser Facility was used as
the source in the investigations that are presented
here because of its suitability to the production of hot,
high-density plasmas, as described in Section
V. Magnified images of the focal spots produced
were recorded on Ilford HP5 film at several planes
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thoughout focus by means of an equivalent plane
camera. Typical average irradiances achieved with
the 12-ps, A = 1/4 pm pulse were =104 W cm 2.

Figure 1(a) shows a microdensitometer trace taken
from such an image of the focal spot produced by a
100:1 aspect ratio RPP (elements are ¢ = 10 mm by
b = 100 pwm; the near-field laser beam is circular and
10 ¢cm in diameter). The image was recorded in the
tight focus plane (z; = f) of an f = 1/4 m lens. Fig-
ure 1(b) shows the profile predicted by the interfer-
ence code for this RPP-lens combination. In the
calculation the number of RPP elements contributing
to the intensity pattern was limited to 50 with two
steps per element [that is, (50 X 2) x (50 X 2) grid
units] on a total 120 x 120 input grid. (The outer
points are zero.) Larger input grids proved prohibi-
tively costly in terms of computer memory. The
particular gridding described was used to achieve
suitable spatial dimensions in the focal plane. These
are fixed for a discrete Fourier transform by the
dimensions of the input gridding [Ax; = Az;/N®, where
Ax; is the spatial resolution in the focal plane, N (of
the N x N array) is the total number of grid points
along one axis (in this case N = 120), A = 1/4 pm,
z,=ff=1/4m,andd = 50 um is the step size of the
grid in the near field]. Figure 1(c) and 1(d) show the
predicted intensity profile for a 5:1 aspect ratio RPP,
where it was possible to simulate a greater number of
RPP elements (500). Through a series of compari-
sons,® which are additional to the one in Figs. 1(a) and
1(b), the code is found to predict focal spot intensity
profiles accurately.

IV. Production of the Square-Topped Line Focus

It is evident from Fig. 1 that the average intensity
profile is approximately sinc? in shape. For some
important applications, however, it is preferable (or
even essential) for the line foci to be more square-
topped. This includes the case of line foci for x-ray
laser applications, where the plasma conditions along
the length of the focus are ideally uniform (to provide
uniform refraction and maximal gain).

To achieve this a triangular input phase grid
(where k is the height) such as the one shown in Fig. 2
is added to the RPP phase grid. Figure 3(a) shows
the effect of this addition on the intensity profile in
the focal plane where A~ = 5.85m rad. Figure 3(b)
depicts the focal plane intensity profile with 2 =
1.17w rad, which shows an essentially three-peaked
line focus. (The dip between the peaks is ) 30%.)
Figure 3(c) shows a one-dimensional trace from Fig.
3(b) in either direction. In the simulations for Fig. 3
the RPP grid was omitted for clarity. Figure 4
shows the effect of including the RPP grid in the
o(x,, y,) input phase grid (A = w). In this case the
aspect ratio of the resulting line focus is 2:1. How-
ever, it is possible to achieve other aspect ratios by
using rectangular RPP elements (with appropriate
changes in h ), as were used to produce the profiles in
Fig. 1. Since in any case the delays introduced by
the triangular elements are small (= \), no significant
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Fig. 1. (a) One-dimensional intensity trace of a focal spot pro-
duced by a 100:1 aspect ratio RPP (10 mm x 100 um elements),
10-cm beam width, A = 1/4 um, and f = 1/4 m. (b) One-dimen-
sional intensity trace taken from the interference code simulation
for the 10 mm x 100 pm phase plate in focusing conditions that are
identical to those in (a). Because of the considerations of image
plane dimensions (which are fixed by input plane dimensions for a
discrete Fourier transform) and of computer memory space, only
50 RPP elements could be simulated [compared with ~8000
contributing to the focal spot in (a)l. This accounts for the
difference between the two plots. (¢) Interference code simulation
for a 5:1 aspect ratio RPP (5 mm X 1 mm elements), 5-cm beam width,
A=05pum,f=2 =1m. (d) One-dimensional trace from (c).

phase

Fig. 2. Triangular phase input grid.

delays are produced across a line focus that is pro-
duced by this method (see Section I).

For design purposes it is useful to relate A to the
thickness of the glass that is required to produce this
phase shift ¢ and to the separation of the two focal
spots (in terms of the focal spot width):

h =2m(n — 1t/\, 2)

where n is the refractive index of the glass. The
physical path difference s is

s = (h/2m\. 3)

Let A be the peak-to-peak separation of the two focal
spots that result from the bitriangular phase ele-
ment. Itisconvenient to express this in terms of the
diffraction-limited zero-to-zero focal spot width, D =
2f\/a, where a is the width of the triangular element
(in this case this is one half of the beam width):

A =FkD, 4)

where & is a constant. From geometrical optics

sla = (A/2)/f. (6))

Combining Egs. (3), (4), and (5) one obtains

h = 2wk, (6)

By using Eq. (6) the optimal value of k£ [which
produces the profile in Fig. 3(b), A = 1.177] is 0.58, so
that A = 0.58D [from Eq. (4)]. When a square-
element RPP is used in addition (Fig. 4) the optimal
value of % is slightly lower at 0.5 (h ==, A =D/2,
a = width of RPP elements = 4 mm). This differ-
ence in the optimal values of & for the two cases (Figs.
3 and 4) arises because the average intensity profiles
are not identical.

Bitriangular elements such as the ones that we
propose could be manufactured by the same litho-
graphic technique as is used currently to make RPP’s.”
This involves introducing a neutral density wedge
into the photoresist-illumination stage of the litho-
graphic process to generate the triangular phase
front. Alternatively, the required gradient could be
applied at the plastic deposition stage by continuously
(or in discrete steps) varying the deposition thickness
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Fig. 3. (a) Effect of using a triangular phase input function on the
focal spot profile (no RPP). (Conditions: h = 5.85m, 8 = 4 mm,
N =26 on a total grid of 100 X 100, f=2,=1 m, A\ = 0.5 pm,
beam width 10 cm.) (b) Same conditions as for (a) with A =
1.17w. (c¢) One-dimensional scans from (b) in either direction
showing an =30% dip between the peaks.

across the plate. The reverse side of the substrate
could be used for the RPP elements. Alternatively,
the substrate could be polished at the appropriate
angles. High-power holographic emulsions on opti-
cally flat substrates could be used to make holo-
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Fig. 4. (a) Effect of adding square RPP elements to the triangular

phase input function. (Conditions: k2 =, 8 = 1 mm, N = 100
on a total grid of 120 x 120, f = z; = 1 m, A = 0.5 pm, beam width
10 cm, a = width of RPP elements = 4 mm). (b) One-dimen-
sional scans from (a) in either direction (averaged over 20 um)
showing a more square-topped intensity profile than in, for exam-
ple, Figs. 1(a) and 1(b). Again the computations were limited to a
low number of RPP elements by the required image plane dimen-
sions (see the caption for Fig. 1).

graphic copies (by in-line holography) of such a
master plate. A different value of 2 would have to be
used, however, for such holographic phase elements;
the value for the optimally square intensity profile
depends on the efficiency of the hologram (since a
certain percentage of the laser light remains in zero
order). Another possibility would be to construct a
triangular system out of three optical flats and fill the
volume trapped with index-matching fluid. If the
two tilted flats are free to move about a fixed central
axis, the amount of shift could be continuously
varied. [Because of the small tilts that are involved
the required fluid reservoir would be very small (=5
pL for a 10-cm-diameter beam).]

This system could easily be extended to produce
square-topped, square foci by using two orthogonal
sets of triangular elements combined with square
RPP elements. This would produce effectively four
focal spots, which could be made to produce the



desired profile by varying k in each direction. Using
this same arrangement with rectangular RPP ele-
ments results in a cross-shaped profile. It follows
that by varying the RPP elements (examples that are
not mentioned include rhombic and circular ele-
ments) and the tilt elements and, if required, by
introducing other phase shifts in the input plane, it is
possible to generate almost any arbitrary focal spot
profile.

Another approach to the problem of producing
square-topped focal spots seeks to use purely binary
RPP patterns to generate these.” This method ap-
pears to suffer from the problem of substantial error
loss in the sidelobes of the far-field diffraction pat-
tern. However, the proposed binary phase fronts
have been investigated by using the code,® and, but
for the losses mentioned, the results show it to be
feasible. The losses arise because small-scale ele-
ments are used to diffract energy to points outside the
central maximum. It should be stated that there are
a number of techniques® for the binarization of
arbitrary profiles, and combining these with the idea
of random phasing to reduce laser coherence and
(hence spikes in the focal spot) appears to be a
promising approach, although further work is needed.

V. Application of Line-Focus RPP to the Production of
High-Density Cylindrical Laser Plasmas

The production of hot, high-density cylindrical plas-
mas with a high aspect ratio is of great relevance in
x-ray laser research. In particular, the close to solid
initial density that is needed to achieve amplification
in the water window'? by recombination requires the
use of short-wavelength heating laser beams!! of
short duration. We have carried out a preliminary
study of the production and characterization of a
cylindrical plasma by using rectangular-element
RPP’s to produce line foci.

Solid Al targets were irradiated with the prepulse-
free, 12-ps KrF SPRITE (as described in Section III)
laser pulse at irradiances above 10* W cm~2 in a line
focus configuration. The plasma produced was char-
acterized by means of time-resolved extreme UV
(XUV) spectroscopy and pinhole camera imaging.
A pulse-to-prepulse energy contrast ratio of > 108 was
measured at the output of the Raman amplifiers of
this laser system resulting in a power contrast ratio of
>2 % 1019, The laser beam was focused onto planar
targets with an /2.5 aspheric doublet lens. An RPP
with 10-mm X 100 pm (100:1) rectangular elements
was placed near the main focusing optics to produce a
line focus as described in Section III.

The primary plasma diagnostic was a time-resolved
XUV spectrometer that used a grazing-incidence flat-
field grating coupled to an XUV streak camera.!?
A spectral wavelength window from 10 to 70 A was
explored. The temporal and spectral resolutions were
10 ps and 0.3 A, respectively. The instrument was
positioned at an angle of 45 deg to the incident laser
beam in the horizontal plane. The size and unifor-
mity of the focal spot were monitored by an x-ray

pinhole camera whose line of view was at 35 deg to the
line focus axis. Figure 5(a) shows a typical x-ray
image with a spatial resolution of ~30 pm. The
x-ray radiation was filtered by a 25-pm Be foil (x-ray
photon energy > 1.5 keV). Densitometer traces of
this image are shown in Fig. 5(b). The slight asym-
metry of the intensity profile along the x direction of
the line focus is a pure geometrical effect caused by
the angle of view of the pinhole camera. An experi-
mental aspect ratio of ~9 is inferred from this x-ray
image. The discrepancy of this ratio from that of the
predicted laser focal spot (100:1) is due to the inher-
ent divergence of the laser beam. This was mea-
sured to be 120 prad and thus limits the focal spot
width to 30 wm for the 0.25-m focal length lens used.
A slight (=20%) variation in focal spot width is
observed on a shot-to-shot basis as a result of thermal
effects.

Although the measurements do not allow a com-
plete description of the plasma uniformity that is
achieved in the experiment (and hence of the effective-

5
5
< 4l
>—
=
% 3l
|
}—.
Z
w 27
=
}.—
o

Y
O ' 4 '
0 200 400 600 800 1000 1200
POSITION ON TARGET (um)
(b)
Fig. 5. (a) X-ray pinhole camera image of an Al plasma produced

by irradiation of a solid target with a 12-ps, 268-nm KrF laser pulse
at an irradiance of 2 X 101¥ W em~2.  The radiation was filtered by
a 25-um Be foil. The directions X and Y indicate the lines along
which traces are taken in (b). Microdensitometer traces of the
x-ray pinhole camera image (a).
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ness of the RPP), the data show that a reasonably
uniform plasma (= 10% variations) is observed with a
spatial resolution of 30 pm [Figs. 5(a) and 5(b)]. This
is incomplete because any nonuniformities existing
on a scale length that is shorter than 30 pm would not
have been detected. Since the speckle scale of the
RPP is 1-2 pm and since lateral smoothing effects are
expected to be small (see also Section V.B), it is
expected that nonuniformities in the plasma exist on
a scale length that is shorter than this. Possible
methods of improving the focal spot uniformity in-
clude the technique of echelon-free ISI,'® which would
introduce temporal smoothing to the intensity profile
produced by the RPP and the SSD technique,® where
a wavelength-dispersing element is used in combina-
tion with an RPP to generate a spatially smoothed
profile (owing to the spatially dependent interference
of components of different wavelength). A combina-
tion of these two methods would ideally be used and
would represent temporally incoherent SSD smooth-
ing. Bandwidths as wideas Av = 200cm~! (7, = 150
fs) have been achieved with KrF systems,!* which
suggest that both methods could be used effectively
even with short (=10 ps) pulse systems.

A. Modeling of Plasma Hydrodynamics and Atomic
Physics
The identification of the XUV spectrum was carried
out by using a multiconfiguration Dirac—Fock atomic
physics code!® and RATION/SPECTRA® numerical codes.
Synthetic spectra of hydrogenic, He-like, and Li-like
aluminum lines for a given electron density and
temperature were generated by RATION. The multi-
configuration Dirac—Fock code was used to calculate
the oscillator strength of Be-like aluminum lines,
which allow this ionization stage to be included in the
analysis. A detailed modeling of the temporal depen-
dence of electron temperature and density profiles
was obtained by the one-dimensional Lagrangian
hydrodynamics code MEDUSA.'” In this simulation
the laser energy was absorbed through inverse
bremsstrahlung. In addition a small portion (<5%)
of the energy not absorbed in this process was
dumped at the critical surface to simulate anomalous
absorption. An electron flux limiter of 0.1 was used
in the code as suggested by the analysis of time-
resolved x-ray (H-like and He-like Al) spectra taken
when a circular focal spot was used to irradiate
plastic-coated aluminum targets. Finally a total ab-
sorption of ~50% of the input laser energy was
accounted for by the code. Figure 6 shows the result
of a simulation for the above-mentioned condition of
interaction in terms of curves on the T,—N, plane at
different times relative to the peak of the laser pulse.
A typical output from RATION for given plasma
temperature and density as predicted by MEDUSA is
shown in Fig. 7. The intensity of the hydrogenic,
He-like, and Li-like lines is calculated by the code for
a 1-pm plasma size in an optically thick regime where
optical depth effects are approximated by escape
factors.!® The value of 1 um is chosen since this is

3764 APPLIED OPTICS / Vol. 31, No. 19 / 1 July 1992

1000

g T=+bps

u \

= \ =

= T=07T ]

LU

0. T=-5 aE

s £

L

|_

4

£
To-10 BRI

5 pS \

L

|

L

10‘?0” 10” 10% 10%

ELECTRON DENSITY (cm®)

Fig. 6. Evolution of electron density and temperature as pre-
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relative to the peak of the pulse. The average irradiance was 2 X
104 Wem™2,

the distance by which the plasma expands with a
typical sound speed of 107 cm s~! in a time period of
10 ps. The multiconfiguration Dirac—Fock code was
used to determine the oscillator strengths of the main
transitions of the Be-like Al to be included in the
identification of experimental spectra.

Although the relative intensities of emission lines
as calculated by RATION is helpful in the identification
of experimental spectra, great care must be taken
when attempting to determine plasma conditions by
comparison of these intensities with the experimental
ones. Infact, as will be pointed out below, the effects
of spatial integration of radiation emitted over the
whole plasma must be accounted for.

B. XUV Time-Resolved Spectroscopy

A typical time-resolved XUV spectrum of the plasma
produced by line focus irradiation of an Al target is
shown in Fig. 8(a). The laser energy on target was
~1J resulting in an irradiance of 2 X 104 Wem~—2 at
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Fig. 7. Synthetic spectrum of XUV emission from an Al plasma at

an electron density that is approximately equal to the critical
density (at 268 nm) as generated by RATION. The output relative
to three different electron temperatures are shown in the same plot.



T Q e}
<& 1) ™
~ 0, o~ e 0
0 ™ (] n oY N 0
e [ B — nm nom
| 1 | I NN
T 44 | 0 Q| NI N
NN g 0 N N 0
|~ .4 N ~ o N N o~
ow p w0 non D o0 o
N 5 A — NN NN
B R -4 00 00
o I B w S A mm MM
[ 1 1 i o -
33 3 3 Zceesz
@
ab c d e f g h i
T=45 ps
<
UE) T=15ps
e
1
-
Z
= T=0
35 40 45 50 55 60 65
WAVELENGTH (A)
(b)
Fig.8. (a) XUV time-resolved spectrum of radiation emitted by an

Al plasma that is produced by the irradiation of a solid target with a
12-ps laser pulse at irradiance of 2 x 10 W cm~2 in a line focus
configuration. (b) Densitometric traces of the spectrum (a) at
different times with respect to the beginning of the emission as
indicated in (a). A different intensity offset has been chosen for
each of the traces to avoid overlap.

40 um X 400 pm. Three microdensitometer traces
taken early in the emission and 15 and 45 ps later,
respectively, are also given in Fig. 8(b) where transi-
tions originating from hydrogenic to Be-like ions and
their temporal evolution are more clearly visible.
Electron temperatures and densities between 350
and 400 eV and between 1022 and 10?3 ¢cm 3, respec-
tively, are inferred by the comparison of these traces
with the synthetic spectra generated by RATION.

The trace at T' = 0 in Fig. 8(b) shows the hydro-
genic 2p—3d Balmer-a line at 38.6 A partially merged
with the strong Li 2p—4d transition at 39.2 A. The
Balmer-a line cannot be identified in the traces taken
later in the emission since a rapid cooling of the

plasma has already occurred, and Li-like and Be-like
emission dominates the spectrum.

Further information on the plasma can be gained
from a deeper analysis of XUV spectra provided that
plasma conditions relevant to radiation emitted in
this spectral region are identified. In fact, since our
measurement is integrated over the whole plasma,
the spectrum shown in Fig. 8 results from a convolu-
tion over the electron temperature and density pro-
files present in the plasma along the direction of
irradiation. The effect of these temperature and
density gradients can be evaluated if the spectral
emissivity as the function of plasma parameters is
known. The following simple observation gives an
idea of the relevance of these effects to XUV spectros-
copy and its interpretation.

The distribution of ions with different ionization
stages can be calculated by MEDUsA by using an
average atom model. This calculation has been per-
formed for the same condition in Fig. 6, and the ion
density for the ionization stages from H-like through
Be-like has been plotted in Fig. 9 together with the
electron temperature profile. The main feature of
this plot is the abundance of He-like ions over the
whole length of the plasma column. On the other
hand, the well-localized concentration of H-like ions
as well as Li-like and Be-like ions is predicted by this
calculation. Therefore the local value of electron
temperature and density should be considered to
explain the spectral features of the radiation that is
emitted by different ionization stages. Indeed these
local values can be significantly different as shown in
Fig. 9 where an electron temperature of 450 eV is
predicted at the maximum of H-like ion density,
whereas the Li-like ion density is maximum at an
electron temperature of 180 eV.

A further contribution to spatial integration effects
may come from any lateral heat flow that may occur
during the interaction. However, a Fokker—Planck
simulation for a slightly shorter laser pulse showed
that!? little lateral flow of energy actually occurs.
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Fig. 9. Ion density distribution for H-, He-, Li-, and Be-like ions

predicted by MEDUSA in the same condition of irradiation of
Fig. 6. The electron temperature is also plotted (dashed curve).
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VI. Conclusions

In conclusion the possibility of employing rectangular-
element RPP’s for the production of high-aspect-ratio
line foci has been investigated both experimentally
and with interference code simulations. It is pre-
ducted that a square-topped profile can be achieved by
adding a small bitriangular phase shift to the RPP
system, and the design equations for this are pre-
sented. The method of combining such tilt elements
with RPP elements of various shapes can be used to
achieve almost any focal spot geometry. A rectangu-
lar-element RPP was used to generate a cylindrical
plasma by using a 12-ps KrF laser pulse. The irradi-
ance achieved was ~2 X 101* Wem=2in a 40 pm X
400 pm focal spot, and the plasma thus produced was
found to be uniform on a spatial scale of 30 ym. The
plasma conditions were determined by time-resolved
XUV spectroscopy, and it is found that suitable
conditions for the study of the H-like recombination
x-ray laser scheme are produced.

We thank the Central Laser Facility staff, in partic-
ular the SPRITE team where these experiments were
carried out.
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