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We demonstrate that silicon nanowire arrays efficiently emit relativistic electron
pulses under irradiation by a high-intensity, femtosecond, and near-infrared laser
(∼1018 W/cm2, 25 fs, 800 nm). The nanowire array yields fluxes and charge per bunch
that are 40 times higher than those emitted by an optically flat surface, in the energy
range of 0.2–0.5 MeV. The flux and charge yields for the nanowires are observed
to be directional in nature unlike that for planar silicon. Particle-in-cell simulations
establish that such large emission is caused by the enhancement of the local electric
fields around a nanowire, which consequently leads to an enhanced absorption of laser
energy. We show that the high-intensity contrast (ratio of picosecond pedestal to fem-
tosecond peak) of the laser pulse (10�9) is crucial to this large yield. We extend the
notion of surface local-field enhancement, normally invoked in low-order nonlinear
optical processes like second harmonic generation, optical limiting, etc., to ultrahigh
laser intensities. These electron pulses, expectedly femtosecond in duration, have
potential application in imaging, material modification, ultrafast dynamics, terahertz
generation, and fast ion sources. © 2017 Author(s). All article content, except where
otherwise noted, is licensed under a Creative Commons Attribution (CC BY) license
(http://creativecommons.org/licenses/by/4.0/). [http://dx.doi.org/10.1063/1.4984906]

I. INTRODUCTION

Ultrashort, relativistic electron bunches are created when an intense laser pulse interacts with
a solid. Such electrons are emitted both at the target front and rear and carry information on laser
absorption by the target and electron transport in the hot, dense matter, created by the propagation1–5

of these electron bunches. Nanostructures are versatile in their ability for efficient light coupling to
solids at low incident intensities, thereby enhancing various processes, namely, second harmonic gen-
eration,6 surface-enhanced Raman spectroscopy (SERS),7,8 optical limiting,9 multi-photon emission,
etc. It is of considerable practical interest to explore if nanostructures facilitate such enhancement at
ultra-high laser intensities in view of the potential application of the high-energy electron bunches10

in the studies on ultrafast electron microscopy and as sources of high-energy X-rays,11 THz radia-
tion,12 and fast ion beams.13,14 These radiation sources are indispensable tools for ultrafast imaging,15

spectroscopy,16 cancer therapy,17,18 and material science.19 Studies have shown that increased X-ray
emission is achieved when moderately high-intensity (1016 W/cm2), femtosecond laser pulses inter-
act with nanostructures.20 It is still an open question whether such enhancements occur at higher
intensities21 since the structures may be damaged by the rising edges of the high-intensity pulse and
may not survive long enough to interact with the peak intensity.
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FIG. 1. Schematic for the experimental setup. The laser beam is focused on the target with an (f/2.5) off-axis parabola (OAP).
Electron Spectrometers (ESM) are used for the measurement of the electron energy spectrum. The (3/2)ω emission from
plasma is captured using a high-resolution, compact UV-visible spectrometer. (Inset) SEM image of the SiNW array and laser
intensity profile.

In order for the laser pulse to “see” the nanostructures on the target, the structural dimensions
must be of the same order as the characteristic length scales affecting the interaction—for instance,
the collisionless skin depth, the quiver amplitude of the electrons oscillating in the laser field, the
laser wavelength, and the pre-plasma density scale length. If the nanostructure dimensions are well
below these length scales, the laser pulse would effectively “see” a plane target and the enhanced
coupling due to structuring can no longer be expected. It is, however, difficult to experimentally inves-
tigate the nature of the interaction by tuning the target parameters owing to the difficulty inherent
in the fabrication of structured targets with tunable dimensions. Another important factor determin-
ing the nature of the laser-matter interaction and the efficiency of laser absorption is the temporal
structure of the laser pulse. The possibility of an early onset of ionization and the formation of a
plasma prior to the arrival of the main peak is the result of such a low-intensity pedestal of several
picoseconds accompanying the main peak. This can damage the structures well before the main peak
of the pulse arrives. Another challenging aspect of the problem is the fact that the ablation thresh-
old for nanostructured targets is much lower than the plane targets due to their higher absorption
efficiency.22

In this letter, we show that silicon nanowire (SiNW) arrays23 enhance the interaction with high
contrast, high-intensity laser pulses, and generate high-flux relativistic electron pulses in the energy
range of 0.2–0.5 MeV. The flux is also found to be dependent on the emission direction—a feature
not observed in the planar case. We demonstrate local light field enhancement, normally observed
at low intensities of light, in the regime of ultrahigh intensities24 (1018 W/cm2). Silicon nanowires
were fabricated using a bottom-up approach with random silver deposition and silicon etching in
two separate steps. In the first step, the samples were immersed in a solution of 0.005M AgNO3 and
4.8M HF for 160 s to promote the silver nanocluster deposition on the Si (100) surface, and in the
next step, they were immersed in a second solution of 0.1M H2O2 and 4.8M HF for 30 min to activate
the silicon etching. A Scanning Electron Microscope (SEM) image of the nanowire arrays used for
the experiment is shown in the inset of Fig. 1. The nanowires were ∼8 µm in length and ∼10–20 nm
in diameter, randomly distributed on the surface with inter-wire separation ∼10–50 nm, giving a fill
factor in the range of 0.04–0.2.

II. EXPERIMENT

The experiments were carried out using the 100 TW Ti:Sapphire chirped pulse amplification25

laser system at the Tata Institute of Fundamental Research (TIFR), Mumbai. As shown in Fig. 1,
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the laser beam (800 nm, 25 fs) was focused on the target in p-polarization at an incidence angle of
30° to a spot size of 10 µm × 15 µm (full width at half maximum) by an (f/2.5) off-axis parabolic
mirror. The intensity on the target was varied in the range Iλ2 = (1.5–3) × 1018 W µm2 cm�2.

The ratio of the main peak intensity to the pedestal intensity, known as pulse contrast, is measured
by third order cross-correlation techniques and is shown in the inset of Fig. 1. The contrast ratio of
the main peak with respect to the nanosecond-long pedestal (due to amplified spontaneous emission)
was ∼10�9, while it was ∼10�6 at 3 ps before the main peak.

The plasma created at the target surface was probed by electron and optical spectrometers.
A high-resolution, fiber-coupled spectrometer [∆λ = (350–800) nm] measured the emission spectrum
along the specular direction, sent to it through a fiber. This was aimed at detecting the three-halves
harmonic emission (λ ∼ 532 nm) and second harmonic emission (λ ∼ 400 nm), the former resulting
from the Two Plasmon Decay (TPD)22 instability in the under-dense (n < nc) plasma region at a layer
of density nc

4 . Since TPD requires an appreciable pre-plasma scale length (∼λlaser) to grow,26,27 the
detection of the (3/2)ω0 signal could be used to indicate the presence of a pre-plasma. However, no
such (3/2) harmonic emission was observed for the nanowire arrays at any laser irradiance, indicating
that these structures survived during the irradiation of pre-pulse.

To measure the spectra of the relativistic electrons, two magnet-based electron spectrometers
(ESM)28 were placed at angles of 0° and 60° with respect to the target normal (shown in Fig. 1) at
distances of 22 cm (θ = 0°) and 21.5 cm (θ = 60°), respectively. The laser-generated electrons are
made to pass through a narrow collimating aperture of diameter ∼2 mm before it reaches the detector
plate.

III. RESULTS AND DISCUSSION

In our experiments, we characterize the electrons emitted at the front of the target and compare
their spectra with those obtained for a plane silicon target. The electrons at the front are chosen for

FIG. 2. (a) Front side ESM traces for plane Si and SiNW. (b) Electron energy spectra for plane (θ = 0°) and SiNW target
(θ = 60°). (c) Electron energy spectra for plane Si for θ = 0° and θ = 60°. (d) Energy spectra for SiNW at θ = 0° for two
different intensities. All intensity values are in units of W/cm2.
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the analysis as they do not interact with the bulk of the target and hence can be compared more easily
with the simulation results.

Energy spectra of the relativistic electrons emitted from nanowire targets revealed a much higher
total yield compared to the plane silicon case, as shown in Fig. 2. The electron temperature for
the nanowire arrays (70 keV) is also observed to be higher than that of a plane silicon target
(40 keV), although along the target normal direction (45 keV), the enhancement is within the
limits of the measurement uncertainty. The flux enhancement along 0° is 20 times while that along
θ = 60° is 40 times, indicating an anisotropic distribution of the relativistic electrons. Since the charge
yield per bunch is linearly related to the flux (Q = e × flux), the charge enhancement factor remains
the same (along 0°, 2.4 pC for flat and 58 pC for nanowires; along θ = 60°, 2.6 pC for flat and
114 pC for nanowires). These data indicate a clear anisotropy in the case of the nanowire arrays.

IV. COMPUTATIONAL ANALYSIS

To comprehend these experimental results and have a closer look at the underlying mechanisms,
fully kinetic particle-in-cell (PIC) simulations with the Aladyn code29 in the 2D Cartesian geometry
were carried out. The laser pulse was modeled by a Gaussian beam profile in the transverse coordinate
with a FWHM spot size of 10 µm. The temporal profile on the focal plane was of the form I(t) = I0

cos4(πt/2τ), where 2τ = 70 fs corresponding to a pulse duration of τFWHM = 25 fs. The laser pulse
entered into the computational (X, Y) box from the left edge, with an incidence angle of 30° with
respect to the target normal. The dimensions of the numerical box were set to LX = 40 µm and
LY = 50 µm while the grid cell dimensions were set to dx = dy = 10 nm, thus allowing for reasonable
space-time resolution. The initial density of Si4+ ions was set to nSi = 4× 3× 1022 cm�3, corresponding
to the plasma electron density ne = 100 nc = 1 × 74 × 1023 cm�3. 256 (macro) electrons were used per
cell in the PIC code. In modeling the laser-plasma interaction, field ionization using the Ammosov-
Delone-Krainov (ADK) model was used. For the intensities considered here, the degree of ionization
of Si ions increases from the initial Z = 4 to a final Z = (8–10).

In the case of plane silicon, p-polarization of the laser produces a mixing of a traveling wave
structure (traveling parallel to the target surface) and a standing wave pattern along the x-direction.

FIG. 3. Simulations for the EM field variations across the plane Si targets. The peak of the laser pulse impinges at t = 48 fs,
corresponding to ct = 15 µm [(b) and (d)]. Therefore ct = 10 µm [(a) and (c)] corresponds to t = 30 fs.
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This is well visible by observing the electromagnetic (EM) fields at two different times, corresponding
to the leading part and peak of the pulse, showing that the horizontal nodes move in the y-direction
while the vertical nodes are located at fixed distances from the target surface (Fig. 3); the electric
field EX (∼3.4 TV/m at t = 48 fs) is maximum at the target surface and results in the extraction of
electrons from the target. The larger electric field 2E0Y (∼6 TV/m), on the other hand, is localized far
from the surface, at a distance ≈λ0 cos(30°)/4 ≈ 175 nm. This field is produced by the interference
of the incident and the reflected laser and can accelerate the electrons to energies much higher
than their mean oscillation energies in the laser electric field. Since the quiver amplitude of electrons

xquiver ≈
ν0λ0
4c ∼150 nm, where ν0

c =

√
a2

0

a2
0+1

, a few electrons are able to make it to the point of maximum

EY, upon which they are accelerated at the maximum energy Emax ≈ (
√

1 + 2a2
0 − 1)mec2 ≈ 590 keV.

This model, similar to that introduced by May30 and Kemp31 for the interaction at normal incidence
on a steep, overdense target, is in qualitative agreement with the maximum energy electrons obtained
in the simulations and the experiment.

The nanowires were modeled by wires of size 20 nm separated by a gap of 40 nm. Unlike the real
target, the nanowires in the model have a regular distribution on the surface. For a pulse with a normal-
ized vector potential a0 = 1.4, the PIC spectra for the front electrons exhibit a low flux of electrons with
energy E≤ 500 keV and a high-energy tail with E≥ 800 keV in the normal direction (red curve, Fig. 4),
features not observed in the experiment. Interestingly, the high energy tail strongly reduces on letting
the 2D PIC simulations account for the formation of low density plasma in the channels prior to the
arrival of the main pulse due to the temporal structure of the laser beam (blue curve, Fig. 4). This sug-
gests that the high energy electrons are possibly generated by direct laser acceleration (DLA) into the
channel gaps. This hypothesis is strengthened by performing 3D PIC simulations. In the 3D geometry,
due to the low fill factor, the channels are no longer present and DLA becomes less efficient, resulting
also in a reduction of high energy electrons (black curve, Fig. 4). Both the pre-plasma and 3D geometry,
therefore, contribute to inhibit DLA acceleration, making the PIC spectra approach the experimental
ones.

The observation of the spatial EM field distribution shows that, for negligible plasma forma-
tion prior to the main pulse, the laser initially penetrates the gap between the wires; owing to
the formation of a strong spatial modulation resembling a fine tooth-comb at the target surface
[Fig. 5(a)] there is an evident field enhancement resulting in large absorption of the laser energy. Due
to the strong reduction of laser light reflection, there is no clear formation of a standing wave pattern
and the EM field at the target front has the nature of a traveling wave along the incidence direction
[Fig. 5(a)]. Similarly, due to the absence of the plasma between the channels, laser light travels
between the wires, as visible in the figure. The situation is very different in the trailing part of the
pulse, when the partial filling of the gaps by the plasma inhibits laser propagation into the target and

FIG. 4. 2D and 3D PIC electron energy spectra for the SiNW targets with no pre-plasma and in the presence of a pre-plasma
of density 10 nc.



066105-6 Sarkar et al. APL Photonics 2, 066105 (2017)

FIG. 5. Simulation figures of the EM field pattern in the nanowires in the absence [(a) and (b)] and presence [(c) and (d)]
of the pre-plasma. Here ct = 10 and 20 µm correspond to t = 30 and 66 fs, respectively, and refer to early and late times of
interaction.

the electrostatic fields between the wires are produced by charge separation [Fig. 5(b)]; owing to a large
reflection at this time, a clear standing wave pattern is visible in front of the target along the x-direction
[Fig. 5(b)].

In the real situation, a tenuous, low density plasma prior to the arrival of the main peak is
already present between the wires due to the structure of the laser pulse. A strong spatial modulation
and field enhancement, in the form of a fine-toothed comb [Fig. 5(c)], is however still present in a
layer of approximately 100 nm leading to a more efficient laser absorption than in the case of the
plane silicon target. The standing wave pattern at the target front gives rise to relativistic electrons
with an energy distribution similar to that for plane silicon; however, the flux is higher in this case
due to larger absorption. In this case, the EM field between the wires is prevailingly along the
y direction [Fig. 5(c)], while the Ex component is inhibited by the pre-plasma [Fig. 5(d)]. This could
result in the propagation of hot electrons primarily at larger angles, in agreement with the anisotropic
distribution observed, even if an accurate investigation of the hot electron trajectory, accounting
for magnetic fields, is required. The extent to which the electrons extracted from the wires can
be accelerated by the laser field depends upon the closeness of the nanowires, as the oscillating
phase is lost (upon reaching the neighboring wire) for separations less than the quiver amplitude.
We therefore expect an optimization of the electron acceleration by tuning the gap between the
nanowires.32

V. CONCLUSION

In summary, we show silicon nanowire arrays to be an extremely efficient absorber of laser
energy and capable of generating relativistic electron pulses in the energy range of 0.2–0.8 MeV with a
30 times higher yield than that of the plane surface. Particle-in-cell (PIC) simulations of the interaction
process reveal the role of the temporal structure of the laser pulse in the acceleration mechanism. It is
seen that in the presence of an appreciable picosecond pedestal, the nanowire gaps are rapidly filled
with the pre-plasma which hinders direct laser acceleration (DLA) of the electrons into the channels.
Such relativistic electron beams show potential for applications in the study of ultrafast processes in
biology, chemistry, and condensed matter physics.
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