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a b s t r a c t

A study of the single-photon events generated by the interaction of X-rays up to 60 keV with a true two-

phase charge coupled device (CCD) is reported. In particular, a relevant classification of the events is

carried out according to their size and collected charge. This classification shows the occurrence of two

main groups, characterized by a quite large difference in the ADU values that has been observed

between events having different sizes but coming from photons with the same energy. Based upon 2D

numerical calculations accounting for the charge cloud dynamics, diffusion and recombination, an

explanation is suggested for this difference, arising from the difference in the electric field strength in

the point of initial interaction. Moreover, the relative abundance of these two groups was found to be

energy dependent. A model accounting for the true two-phase pixel structure was found to be a valid

tool for a correct prediction of this abundance and an enhanced reconstruction of the spectra of the

impinging photons.

& 2008 Elsevier B.V. All rights reserved.
1. Introduction

The use of CCD cameras has spread in the last years from
astronomy [1] to other fields of fundamental and applied research
[2], including, e.g., plasma physics [3–8], time-resolved X-ray
diffraction [9], medical imaging [10] and nuclear physics [11,12].
In fact, CCDs are rapidly becoming the main tool in research
laboratories for detecting electromagnetic radiation in the soft
X-ray range, both for imaging and spectroscopic applications. This
is mostly due to their ease-of-use as well as to other remarkable
features such as linearity, high dynamic range and sensitivity.

As it is well known, the quantum efficiency (QE) of standard
CCDs rapidly decreases for photon energies above 10 keV, due to
the increasing photon attenuation length in Si, which overcomes
the typical depletion thickness. As an example, the X-ray
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attenuation length in Si at a photon energy of 30 keV is 3 orders
of magnitude higher than at 1 keV, causing a corresponding
reduction in the QE. This circumstance led in the last years to a
growing effort in producing CCDs with thicker depletion layers,
which resulted in the appearance of the so-called Deep Depletion
(DD) CCDs (see for example Refs. [13,14] and references therein).

However, standard CCD devices still retain their usefulness in
order to detect high-energy (up to some tens of keV) X-ray
photons in the case of high flux X-ray sources. An interesting case
is when the CCD detector is used in the so-called single-photon
detection regime. As it is known, this regime, relying on the fact
that the total charge released by the interaction of an X-ray
photon is basically proportional to its energy, allows the energy
spectrum of the incoming radiation to be retrieved without any
external dispersion device. In order for this mode of operation to
give a spectral resolution as high as possible, an accurate
knowledge of the CCD structure is required [15–17].

In general, the final charge collected after the readout process
is actually the result of the primary charge cloud drift, diffusion
and recombination across the CCD [18]. The size of the primary
charge cloud depends primarily on the energy of the incoming
photon [19]. However, due to the finite drift velocity, diffusion and
recombination processes can have a significant effect on the final
size and collected charge [18,20] depending on the electric field
strength in the region of the initial interaction. As it is known, the
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Table 1
Photon energy, relative intensity (if available and/or applicable) and corresponding

CCD efficiency (relative to a 20 mm thick layer) for the lines used in our study,

coming from either the 241Am radioactive source or from secondary fluorescence

sources

Emission line Energy (keV) Relat. intens. CCD efficiency

NpLa 13.9 37% 0.06

NpLb 17.7 n.a. 0.03

NpLg 21.0 n.a. 0.02
241Am-g 26.3 2% 0.01
241Am-g 59.6 36% 0.001

SKa 2.30 n.a. �1

TiKa 4.51 n.a. 0.8

CuKa 8.05 n.a. 0.3
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electric field in the pixel volume is not uniform because of
architecture requirements. In general, starting from the pixel
surface, a first zone with a high electric field, the so called
‘depletion zone’, is present, followed by a region where the field
decreases rapidly towards zero in the so called ‘field-free zone’.
Moreover, at a given depth, moving along directions parallel to the
pixel surface, the field intensity may change in different ways
depending on the specific readout technique [21]. The effects of
the initial interaction position on the final spectrum, due to
difference in the interaction depth, are well described in literature
[22,23], as well as the Si escape peak [24]. The charge spreading
between neighbour pixel due to different transversal positions at
a fixed depth is also well addressed [25,26]. In the last years the
so-called ‘mesh technique’ was introduced [27], allowing experi-
mental studies about the charge cloud with sub-pixel resolution
to be performed [28–31]. These studies clearly show that the
charge cloud shape can provide a wealth of information about the
primary interaction position [32] as well as about the polarization
of the incoming photon [33]. When the initial interaction occurs
in a zone with low electric field, diffusion effects increase and the
final charge cloud can be much bigger than the initial one, giving
rise to multi-pixel events. Thus, charge spreading between
neighbouring pixel is of a major concern. In the case of low
energy (up to 10 keV) X-ray photons, the presence of multi-pixel
events is a direct indication of charge spreading. In fact the
size of the initial charge cloud in this case is of the order of 1mm
(see Ref. [18] and reference therein), smaller than the typical
pixelsize, 10mm. In the case of high energy (up to 60 keV) X-ray
photons, the multi-pixel events may be the most abundant
occurrence, since the size of initial charge cloud in this case is
greater than 10mm.

Due to the fact that in multi-pixel events the retrieved charge
may be significantly smaller than the total initial one, because of
the greater importance of diffusion and recombination processes,
a careful analysis is required in view of a correct spectral
identification. In particular, it is very important to distinguish
between different kinds of events for a correct calibration and
counting. For this reason, using different X-ray monochromatic
lines, we employ a detailed analysis on collected charge and event
size, that enables us to understand the different spectroscopic
features of single-pixel and multi-pixel events.

In this paper, we use the Pavlov model [18] for the analysis of
the events generated by the interaction of high energy (i.e. higher
than 10 and up to 60 keV) photons impinging on a conventional
front-illuminated CCD device. The details about data acquisition
and processing are given in Sections 2 and 3. We use a
parametrization of the event size as a way to distinguish events
generated by photons with the same energy but interacting in
zones with different electric field strengths. By comparing two
simple models for the geometry of the electric field inside the
pixel, that provide the expected ratio between the single and
multi-pixel events, with the experimental data, we were able to
show some features related to the specific ‘true two-phase’
readout technique [21]. On the basis of 2D numerical calculations,
using such a shape of the electric field, we could recognize the
effects due to different initial interaction positions. This analysis
highlights the need for different energy calibrations based upon a
selection of the different kinds of events as produced by this
particular architecture.
2. Data acquisition

The study has been carried out using a commercially available,
true two-phase, front-illuminated CCD chip (Kodak KAF 0261)
equipped with a 15mm thick Be window. This full-frame, buried
channel CCD consists of 512� 512, 20� 20mm2 wide, pixels.
During the acquisitions the chip was kept at an operating
temperature of �5 �C by means of a Peltier device. All the data
discussed below refer to three different sets of acquisitions, two of
them obtained with a continuous source and the last with a
pulsed source. The first two data sets are relative to a 241Am
radioactive source used in combination with a set of metal foils,
used both as attenuators and as secondary sources of fluorescence
lines. The third data set is relative to a laser-plasma based X-ray
source; we will refer to this data set as ‘pulsed data’. This source is
based on the 2TW Ti:Sa laser system, delivering 130 mJ in 65 fs,
operating at the ILIL laboratory at the CNR Campus in Pisa. The
laser beam was focused by an f=4 parabolic mirror in a 10mm
diameter (FWHM) spot on a 12mm thick Ti target. The X-ray
radiation obtained from this source consists primarily of the TiKa;b

fluorescence emission and is characterized by a very short
duration, smaller than 1 ps (see Ref. [34] for details on the laser
system and X-ray source). In Table 1 we summarize the main
emission lines of 241Am and fluorescence emissions of the used
metal foils, with the corresponding relative intensity and the CCD
QE (relative to a 20mm thick layer).
3. Data analysis

All the acquisitions used strictly fulfilled the single photon
condition (that is, the photon flux was sufficiently low to avoid
pileup). After the subtraction of an unexposed image acquired
under identical settings (in order to account for eventual
chip specific pattern, hot pixels, etc.), the analysis algorithm looks
for all the pixels above a predefined ADU threshold (typically
chosen at 3wB, being wB the HWHM of the background pulse
height distribution) and among these one seeks the local maxima.
An event is then defined starting from each of these local
maximum pixels and selecting a suitable pixel range around that.
The analysis of each event is carried out according to the Pavlov
model [18] for the collected charge over the CCD pixel. According
to this model, the final charge cloud is assumed to have a 2D
gaussian distribution over the chip surface (x–y plane), normal-
ised to the total charge Q0 and with variances sx; sy along the two
orthogonal directions x, y. The charge Qij collected in each pixel ij

corresponds to the integral of this function over the pixel surface.
The analysis minimizes the sum of the quadratic differences
between the value Qij and the experimental value ADUij of each
pixel involved in the event, using a modified simplex algorithm
(see for example Ref. [35]) with the following initial parameters:
�
 Q ðiniÞ
0 is the total ADU of the event, calculated as the sum of the

levels of its pixels;

�
 sðiniÞ

x;y are proportional to the width of the event in pixels;
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�
 xðiniÞ
0 ; yðiniÞ

0 are the coordinates of the center of the most intense
pixel.

Finally, we observe here that we denoted with x the direction of
the channel stops (in other words, the charge shift during the
readout process occurs along x). In the following, the z coordinate
will be used too, in the direction perpendicular to the CCD surface.
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Fig. 2. Pulse height distributions for the small, large (see text), single-pixel and all

the events relative to the same data set as in Fig. 1.
4. Event size distribution and discussion

Using the parameters resulting from the data analysis, the
events can be classified according to their energy and/or size. As it
is well known, different sizes mean, generally speaking for fixed
photon energy, different diffusion effects. Furthermore, if we
restrict our attention to photons interacting in the depletion
region, the Pavlov model predicts that the final charge cloud
radius rd is related to the primary photon interaction depth z by
the expression rd / logðd=ðd� zÞÞ1=2, being d the depletion depth
(zod). In our case, we used the area of the events x ¼ sxsy as an
event classification parameter, which, according to this model, is
directly related to the interaction depth. The use of such a
parameter was suggested by the structure of the event distribu-
tion in the x� Q0 plane. This approach can be checked by looking
at Fig. 1 showing the event distribution for the events coming
from the TiKa ð�410ADUÞ and Kb ð�450ADUÞ lines: actually, the
two lines can only be resolved for the events with xo10�2;
however, in what follows we will refer generally to the Ka events,
since Kb events are a small fraction (�10�1) of these ones.
According to this plot, besides some events homogeneously
distributed, two well-defined groups (which we will refer to
throughout this paper as kinds or groups) can be identified,
corresponding to the same emission line, in this case the TiKa line
(see also Fig. 3, where two main peaks for each emission line are
visible). In particular, a first group can be identified with
xp2� 10�2. We will refer to these events as small. A second
group is defined by xX10�1 (from now on large events). We point
out here that the parameter x was used in our analysis only for
distinguishing between these two, well-separated groups by using
suitable threshold values. Hence, the errors on the sx; sy values
(which are greater, in particular, in the case of small events) do not
affect our conclusion. As a first, general observation we can guess
that the first kind of events can be related to photons interacting
in the depleted zone, so that the short collection time accounts for
Fig. 1. Event distribution in the x–Q0 plane for the TiKa and Kb lines.
the small size, and the second one is due to interactions into zones
where a smaller electric field accounts for a longer collection time
and a smaller collected charge. However, as it will be shown later,
this kind of events do not come from interactions that are too
deep in the undepleted bulk, as this would lead to a greater charge
loss than the one observed (see Section 6 for a more quantitative
discussion). Fig. 2 shows the pulse height distributions for the two
kind of events. The pulse height distribution relative to single-
pixel events is also shown, which comes out to be very similar to
that of small events, as expected. It is worth noting here that the
small and large event distributions are peaked at different ADU.
The TiKa case shows a difference of about 60 ADU, that is about
15% of the collected charge; in general it was less than 20% in the
energy range considered in this paper. Finally, we observe that a
similar behaviour as that of the TiKa line was observed for the
other considered lines as well (though with a different ratio
between the number of events in the two groups, see Fig. 3),
demanding for the two groups of events to be considered in
different ways for the sake of the spectrum reconstruction. We
observe here that (a) the above behaviour holds both for
radioactive and for the laser-plasma source ‘pulsed data’; since
Fig. 3. (colour online) 3D view of the event distributions in the x–Q0 plane for

different lines. Each distribution is normalized to the maximum counts of the

corresponding large events.
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the duration of the X-ray emission in this latter case is much
smaller than the integration and readout times, we can definitely
conclude that the presence of the two groups cannot be related to
photons hitting the CCD during the readout time; (b) the physics
Table 2
Ratio Rsl of the number of small to large events as obtained by our analysis for

different emission lines

Energy (keV) 2.30 4.51 8.05 13.9 17.7 21.0 26.3 59.6

Rsl 1 0.99 0.52 0.47 0.33 0.25 0.20 0

Att. LengthðmmÞ 2.2 13.5 70.5 355 704 1190 2064 13 000

R0ðmmÞ 0.05 0.17 0.45 1.2 1.8 2.5 3.6 16

The corresponding photon attenuation length in Si and expected charge cloud

radius is also reported.

Fig. 4. (colour online) Top: schematic view of the true two-phase pixel structure (gate a

and of the field-free zone (L3 starts from the end of L1) have been indicated. Bottom: e
which is going on in the channel stops, which has been found in
previous works to result in different collected charge with respect
to the one in the depleted regions, cannot account for the relative
number of events of the two groups. As it will come out in the
next section, the true two-phase architecture plays a fundamental
role in this behaviour. A first step toward this conclusion can be
made by looking at the ratio Rsl of the number of small to large
events as a function of the photon energy. Fig. 3 shows a 3D view
of the distribution on the x� Q0 plane for the X-ray lines at 4.5, 8,
13.9, 17.7 keV (for each line, the normalization of the correspond-
ing counts is to the peak of the large event distribution). Table 2
summarizes the Rsl values gained from our analysis for different
photon energies, as well as the corresponding photon attenuation
length and the average initial charge cloud radius calculated
according to R0ðmmÞ ¼ 0:012 E1:75

ðkeVÞ [18]. As shown in Fig. 3, the
number of small events decreases rapidly with energy, vanishing
nd SiO2 not in scale), where the used thicknesses of the two depleted zones (L1; L2)

lectrostatic potential used in our calculations.
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for energies above 30 keV. This behaviour is also visible in Table 2.
According to Table 2, at a photon energy of 2.3 keV only small

events are present, thus suggesting that these low energetic
photons do not reach the zone with a lower electric field. In the
following Section we show that the information collected so far
can be used to obtain some indication on the electric field
structure inside the pixel volume.
5. Pixel structure and effect on the event distribution

Because of the specific readout technique of our CCD chip, the
so-called ‘true two-phase’ technique, two different voltages are
applied to the two gates of each pixel, resulting in two different
electrostatic potential behaviours in the two halves of the pixel
volume (see Ref. [21] for details in our case). For the sake of the
visualization, Fig. 4 top shows a schematic view of the geometry of
a true two-phase pixel in the z (normal to the CCD surface) and x

(readout, see above) directions. The typical sizes of the two
depletion zones are also sketched.

Assuming that small events originate from photons interacting
in depleted zones and large events from photons interacting in
zones with lower electric field, it is possible to predict the
expected ratio Rsl versus photon energy, using the known
attenuation length in Si and the volumes of the different zones.
Although not sensitive to the detailed behaviour of the electro-
static potential inside a depleted zone (only the zone sizes are
important here), this model allows the observed ratio Rsl to be
fitted quite well on all considered energy range. The radius of the
initial charge cloud must also be taken into account in the Rsl

modelling, considering it on the borders of the considered
volumes. Fig. 5 shows the expected ratios of Rsl as a function of
energy (curve Model 1a) for a 2 gate pixel structure as the one
showed in Fig. 4 (top) with the values L1 ¼ 15mm, L2 ¼ 3mm. The
experimental data presented in Table 2, with an error of 10% on
each measured quantity, are also shown. For the comparison, the
expected behaviour assuming a ‘uniform’ pixel (i.e., with
5 10 15 20 25 30
0
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Energy (keV)

R
sl

(E
) Model 2a
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Fig. 5. Expected behaviour of the ratio of the number of small to large events as

calculated assuming that small events originate from photon interactions in the

depleted zones and large ones from interactions in the field-free zones. 1a, 1b: two-

phase structure (i.e., two different potentials under the two gates), with (a) and

without (b) account for the finite initial charge cloud radius (i.e., infinitely small

one); 2a, 2b: same as for 1a,1b, but with the same potential under the two gates

(that is, considering a ‘one-gate-like’ pixel with L1 ¼ L2 ¼ 15mm). The experi-

mental data for Rsl are also shown.
L2 ¼ L1 ¼ 15mm) is also shown (model 2a), as well as the
corresponding curves when no account is made in the model for
the finite initial charge cloud radius. As expected, this leads to an
overestimate of the ratio at high energies. In all the four
considered cases, the thickness of the field-free region L3, was
obtained to be less than half of the diffusion length in one
recombination time, L3�

1
2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
4 � D � tric

p
�5mm. Indeed, as it will be

shown in the next section, photons interacting deeper in the pixel
suffer from a charge loss bigger than the one observed for the
largeevent group, thus giving no contribution to the observed ratio
Rsl. As it can be seen from Fig. 5, our model of the two-phase
architecture predicts quite well the observed ratio over the whole
considered energy range when the potentials (or, more properly
here, the thicknesses of the different zones) are chosen as in Fig. 4
(see bottom for more details).
6. 2D numerical calculation

Based upon the model of the pixel structure discussed and
validated in the previous section, we can estimate from analytical
considerations the expected difference in the final collected
charge between the two groups of small and large events and
compare that with the observed one. This can be made by
considering the diffusion equation governing the evolution of the
charge cloud rðx; z; tÞ in the plane x–z, namely [36]

qr
qt
¼ Dr2r�

r
teff
�~v � ~rr (1)

Here
�
 D is the diffusion coefficient;

�
 teff ¼

tr

ð1þtr ~r�~vÞ
, with tr electron-hole recombination time and

~vðx; zÞ ¼ �m~Eðx; zÞ, being m ¼ eD=kBT the electron mobility and~E

the electric field experienced by the electrons.

The initial charge cloud was assumed to be Gaussian with a mean
squared radius given by R0 [18] as indicated in Section 4. The
equation was solved numerically for different photon energies.
The electrostatic potential used for numerical calculation is
shown in Fig. 4. The following values for the diffusion coefficient
D and the recombination time tr were used: D ¼ 25 cm2=s,
tr ¼ 2:5� 10�8 s. Each electron was considered as ‘collected’ once
it arrived at the position of the minimum potential (which means
that no account has been taken of the recombination occurring on
long time scales, comparable to the acquisition time). Fig. 6 shows
the ratio of the collected charge to the initial released charge, for
two different X-ray photon energies, as a function of the primary
interaction depth z inside the pixel. Different curves are shown,
relative to different x positions (see Fig. 4). As expected, the
collected charge decreases rapidly out of the depletion zones. This
is why only a small part of the undepleted bulk (L3) was obtained
by fitting the experimental data of Rsl with the model presented in
the previous section: photons interacting too much in depth are
affected by a charge loss bigger than 20% and are present on
spectra as a continuum extending towards very low collected
charge, so that they are not included in the selection used for the
evaluation of Rsl. The effect of charge loss is greater at lower
energies than at higher ones, due to the fact that the initial charge
cloud in the latter case extends over a longer distance, therefore
averaging the collected and lost charge. Fig. 7 shows the ratio of
the collected charge to the initial released charge as a function of
the primary photon landing position along the x direction (curves
corresponding to different values of z are shown). Although being
a simplified description of the actual situation, the difference in
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the final collected charge between photons interacting inside the
two different depleted half-pixels (see for example Fig. 7, curve
with z ¼ 8) shows a maximum charge loss of some tens percent,
thus very similar to the experimental one between events
belonging to the two distinct groups in Fig. 1.
7. High energy spectrum

From the above considerations, it is clear that events belonging
to the two different groups of Fig. 1 should be considered
separately for the sake of the spectrum reconstruction, due to
the difference in their resulting collected charge. Moreover,
besides the QE of the detector, it is clear that the different
probabilities for a photon at a given energy to be detected as a
small or large event should be possibly taken into account. Indeed,
the QE accounts for all the intercepted photons without distinc-
tion between small and large events, but, as shown in Fig. 3, these
two groups have different behaviour with energy. Our study
enables us to use the pixel structure as resulting from the model
described in Section 5 for a separate estimate of the QE for these
two groups. We therefore introduce an effective Quantum
Efficiency (eQE) which, beside to the dependence of the attenua-
tion length on the photon energy, accounts for the geometrical
factor affecting small and large events in a different manner. In
particular, while the QE is related to a ‘one-gate-like’ pixel
(see Model 2a in Fig. 5 and Section 5) and is calculated considering
the active volume, the eQEsmall and eQElarge are calculated by
considering the primary photon interaction probability in each
different region of the detailed structure of the two-gate pixel
(see Section 5). Fig. 8 shows (a) the spectrum of the small events
up to 30 keV (no signal was present above this energy for small

events), (b) the spectrum of large events up to 30 keV, (c) the
spectrum of large events from 25 to 70 keV, and (d) the eQE for
both the small and large events, as obtained for the pixel structure
described in Section 5. As suggested by the numerical calculation
in the previous section, when the photon energy increases a
reduction of the resolution occurs (see Fig. 8(c), emission lines at
26 and 60 keV) as a consequence of the ‘smearing’ of the charge
cloud over different regions inside the pixel volume. The effect is
particularly important in our two-gate structure pixel, as the
smearing occurs over different regions both in the z and x

directions. The FWHM was estimated to be about 150 eV for small

events and about 2 keV for large events. Finally Fig. 9 shows the
spectra obtained considering QE for all the events and the spectra
obtained considering the eQEsmall for small events and eQElarge for
large events. According to this plot, there is a significant difference
between the corrected (with eQE) and uncorrected (that is,
corrected with the simple QE) spectra. The emission lines at
13.9 and 59.9 keV, for example, exhibit a measured integral ratio
of �0:9 that agrees well with the expected one �1 only in the case
of eQE-corrected spectra.
8. Summary and conclusions

We reported on a detailed analysis of the events resulting
from high energy (up to 60 keV) photon interactions with a
conventional true two-phase front-illuminated CCD device. The
analysis was mainly aimed at studying the distribution of the
event size as a function of the energy and interaction position
inside the pixel volume. Our analysis clearly shows the presence
of two different and well-separated groups of events in the x–Q0

plane. The two groups give rise to different values of the
ADU (i.e. collected charge) corresponding to the same X-ray
photon energy. This can be explained by considering the detailed
structure of the pixel for this architecture. Indeed, the ratio
of the number of small to large events was found to be well
predicted by a model accounting for the two gate structure.
Based upon this model, a numerical solution of the diffusion
equation in two dimensions was obtained. This allowed to
highlight the observed difference in the collected charge for the
two groups of events, which was found to arise from the different
electric field of the primary interaction position. Furthermore, a
corrected, separate QE was introduced, taking into account the
difference in the QE for the two groups due to the detailed
pixel structure. From a practical viewpoint, in the case of single
photon spectroscopy the result of this detailed analysis strongly
suggests that the use of two different energy calibrations
allows the final output to be improved, thus extending the
spectral range of validity of the single photon spectroscopy,
as well as the need to take into account two different
quantum efficiencies for different counting of small and large

events. These circumstances show the possibility of introducing
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an effective QE to account for the detailed structure of the
detector.
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