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Abstract
Experimental and theoretical results of relativistic electron transport in
cylindrically compressed matter are presented. This experiment, which is a
part of the HiPER roadmap, was achieved on the VULCAN laser facility (UK)
using four long pulses beams (∼4 × 50 J, 1 ns, at 0.53 µm) to compress a
hollow plastic cylinder filled with plastic foam of three different densities (0.1,
0.3 and 1 g cm−3). 2D simulations predict a density of 2–5 g cm−3 and a plasma
temperature up to 100 eV at maximum compression. A short pulse (10 ps, 160 J)
beam generated fast electrons that propagate through the compressed matter by
irradiating a nickel foil at an intensity of 5 × 1018 W cm−2. X-ray spectrometer
and imagers were implemented in order to estimate the compressed plasma
conditions and to infer the hot electron characteristics. Results are discussed
and compared with simulations.

(Some figures in this article are in colour only in the electronic version)
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Figure 1. Schematics of the target and lasers design.

1. Introduction

The fast-ignition approach to the inertial confinement fusion scheme requires an improved
knowledge of the fast-electron transport inside warm and dense matter [1]. Until now, most
of the experiments carried out on this subject were designed to study cold planar targets at
solid density. Such low-density and/or cold targets may exhibit a different behaviour of the
hot electrons passing through it, compared with the final design. In particular, the stopping
power of fast electrons should be affected by the return current, linked to the collective effects.
In order to get closer to this goal, we have performed an experiment to study the electron
transport in cylindrically compressed matter, which is a useful geometry to infer different
measurements [2]. This experiment was split into two parts: the first one to achieve and
study the cylindrical compression and the second one to obtain measurements on the electron
transport inside this dense matter. This study is one of the key objectives within the HiPER
roadmap.

2. Experimental setup

The experiment has been performed on the VULCAN laser facility (UK). Four long-pulse
laser beams (about 4 × 50 to 4 × 70 J in 1 ns) at 0.53 µm, focused to 150 µm FWHM spots
through hybrid phase plates, were used to cylindrically compress a 200 µm long polyimide
tube. This tube had a 220 µm outer diameter and a 20 µm wall thickness, as shown in figure 1.
The target was filled with plastic polymer (TMPTA) at different densities: 0.1 or 0.3 g cm−3

foam or 1 g cm−3 solid plastic. Both sides were closed with 20 µm thick foils of Ni and Cu,
respectively. To produce the hot electrons, an additional laser (160 J in 10 ps) was focused on
the Ni layer at an intensity of ∼5 × 1018 W cm−2, using a f /3 off-axis parabola. In order to
limit the alteration of the picosecond beam caused by the low-density plasma generated by the
nanosecond pulses, a tube-shaped gold shield was stuck on the Ni foil.

The four nanosecond beams had been individually timed to hit the target with a precision
better than 100 ps. The delay τ between the long pulses and the short pulse was adjustable
from 0 to more than 3 ns with a jitter of ±100 ps. At τ = 0, the short pulse hit the target when
the long pulses just arrived.

The experiment was split into two phases. The first phase objective was to determine
the hydrodynamic characteristics of the compressed matter, i.e. its temperature and density
at optimal compression. In order to determine some of the parameters of the compressed
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cylinder, an additional laser (100 J in 1 ps, 20 µm FWHM) was focused on 10 mm distant foils
to make an x-ray or proton backlighter for the diagnostics. Transverse point-projection proton
radiography [3] can be employed to infer the target density in shock-compressed targets. A
proton source was produced by the short pulse beam focused on gold foils, placed 10 mm
away from the target. The detector was a radiochromic film (RCF) stack protected by a 12 µm
thick Al foil, placed ∼50 mm away from the target. The stacks were composed of 5 HD
and 10 MD 1‘×’1 RCFs. Density measurement was also planned with an x-ray radiography
diagnostic [4]. Using Ti foils 10 mm away from the target as backlighters and a quartz crystal to
reflect the Ti-Kα radiation (at 4.5 keV) that passed through the compressed target, we obtained
a magnification of ∼10. In order to get sufficient absorption, the plastic foam was doped with
30% Cl in mass. The quartz crystal (interatomic distance of 1.374 Å) was spherically bent
with a radius of curvature 380 mm. Imaging plates positioned ∼2 m away from this crystal
detected the Ti-Kα radiation.

The second phase of the experiment was designed to measure the hot electron propagation
through the compressed matter. The plastic foam inside the cylinder was doped with 10–20%
Cu in mass so as to get x-ray emission from this region. Two spherically bent quartz
crystals with a 1.541 Å interatomic distance and a radius of curvature of 380 mm, provided
2D monochromatic images, using imaging plates as detector, around the Cu-Kα1 line, i.e. at
8050 ± 5 eV. These crystals were placed to have both side- and rear-view images of the cylinder
with a magnification of ∼10 and a spatial resolution between 10 and 20 µm. A cylindrically
bent quartz with a 1.012 Å interatomic distance and a radius of curvature of 100 mm, produced
time- and space-integrated spectra for x-ray energies from 7.3 to 9.3 keV in a Von Hamos
configuration. It was able to detect both the Cu-Kα and Ni-Kα lines with a spectral resolution
of 3 ± 2 eV. A second spectrometer consisting of planar highly oriented pyrolitic graphite
(HOPG) monitored the same emission lines with a much higher sensitivity [5], but a lower
spectral resolution (∼50 eV).

3. Hydrodynamic simulations

Two-dimensional hydrodynamic simulations have been carried out in order to predict the
maximum compression achievable. The simulations of the plasma dynamics were performed
with the laser–plasma interaction radiation hydrodynamic code CHIC [6, 7].

The code includes two-dimensional axially symmetric hydrodynamics, ion and classical
or non-local electron heat conduction, thermal coupling of electrons and ions and a detailed
radiation transport. The arbitrary Lagrangian–Eulerian (ALE) method [8] is implemented to
improve the geometrical quality of the grid elements and to optimize accuracy robustness, and
the computational efficiency [9]. The ionization and the opacity data are tabulated, assuming
a local thermodynamic equilibrium (LTE) or a non-LTE depending on the plasma parameters.
The radiative transport is computed assuming that the radiation field is quasistationary and
weakly anisotropic (multigroup diffusion). The equations of state implemented in the code
(QEOS) are described in [10]. The laser propagation, refraction and collisional absorption are
treated by a ray tracing algorithm. A resistive MHD package accounting for the azimuthal
magnetic fields generated by the thermal sources (crossed gradients of the density and the
temperature) is also included.

The cylindrical compression was simulated for the different targets used, and with different
laser energies i.e. 4 × 40 J, 4 × 48 J and 4 × 70 J. The absorbed energy varies from 79% in
the first case to 73% in the last case. The two examples in figures 2(a) and (b) correspond to
the maximum compression for 0.1 and 1 g cm−3 initial targets, respectively, with 4 × 48 J of
laser energy. Those two density profiles show a clear difference in the shape of the target: the
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Figure 2. Simulation results for 4 × 48 J of laser energy. (a), (b) 2D density maps at maximum
compression and (c), (d) evolution of the volumic mean density and temperature (mean taken over
the core region, which is defined as the plasma originally 180 µm in diameter) for different initial
core densities, i.e. 0.1 g cm−3 for (a), (c) and 1 g cm−3 for (b), (d).

0.1 g cm−3 case exhibits a dense cylindrical shell containing lower density plasma. The density
and temperature evolutions are plotted in figure 2(c) and (d). One can see that a higher peak
density in the centre is achieved with 1 g cm−3, but the temperature is then ∼15 eV, whereas it
is about 100 eV with 0.1 g cm−3.

4. Experimental results

In the first phase of the experiment, proton and x-ray radiography were implemented to infer
the density of the compressed foam.

Proton radiography examples are shown in figures 3(a), (b). The difference between
the reference shot (without compression) and the others shows that there is a noticeable
compression. The limited proton energy we obtained (<10 MeV) induced a limited resolution
of the images because of the resulting scattering of the protons. Furthermore, the first RCFs
in the stack collect both the protons that were created with a low energy and the ones that
were created with a high energy but slowed down while passing through the plasma. Thus,
the protons passing early through the target get mixed with the late ones, giving a decreased
temporal resolution. This effect also affects the spatial resolution as the target size evolves
with time. In order to take all these effects into account, a Monte Carlo code simulated the
proton trajectories inside the plasma. This code is a modified version of the PROPEL code [11]
developed at LULI. Fixed 2D density maps of the compressed cylinder were taken from the
hydrodynamic simulations. The outgoing protons gave a resulting profile of the cylinder on
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Figure 3. Proton radiography images of the compressed cylinder (a) without compression and
(b) with compression at τ = 1.2 ns, and a 0.1 g cm−3 initial plastic foam inside the cylinder.
(c) Experimental (dark solid line) and simulated (dotted line) example profiles. The grey line is
the corresponding density profile. The cylinder is initially filled with 0.1 g cm−3 plastic foam for
all these cases.

the different RCFs that was compared with the experimental profiles. An example is shown
in figure 3(c). The experimental results and simulations are in good agreement. One can also
note that the presented diameters of ∼150 µm are well above the theoretical diameters of the
cylinder core (∼50 µm). This is due to the low energy of the protons: they cannot penetrate
into the core, so we obtain an image of a large low-density plasma. Further analysis is going
to be carried out in order to extract more information on these data.

X-ray radiography had the advantage of being able to probe higher plasma densities. The
core diameter was more accurately measured thanks to a 30% Cl doping in mass. Examples are
shown in figures 4(a) and (b). In order to compare with the hydrodynamic code results, x-ray
absorption simulations through 2D density map has been carried out. An example is shown in
figure 4(c), where the simulated density and transmission are plotted along a radial direction.
It shows that the measurement of FWHM is a good estimation of the core diameter. Thus, both
experimental and simulated results are compared in figure 4(d). The little number of shots in
the 0.1 g cm−3 case makes any conclusion difficult, but the good agreement for 1 g cm−3 core
targets indicates an efficient compression, as predicted by the hydrodynamic simulations. This
shows that the hydrodynamic simulations are reliable. Thus, the density and temperature of
the compressed target previously calculated can be used to analyse the second phase results.

In this second phase, the two x-ray spectrometers detected the Kα and Kβ emission from
both Cu and Ni foils. The Ni emission is a good indicator of the electron source. The Cu
signal indicates an electron population propagating through the target. The first interesting
data are then the ratio between the Cu and Ni signal as it indicates the fraction of the hot
(>8 keV) electrons that reached the rear surface of the target. These data are presented in
figure 5 for different delays, given by the HOPG spectrometer. There is a clear decrease up to
τ ∼ 2 ns, after which the ratio is constant. Furthermore, this effect is identical for the three
different initial core densities used. These results, discussed below, are validated by the other
spectrometer as well as the two x-ray imagers.

The side-view x-ray imager produced images of the Cu-Kα emission from the rear Cu foil,
and from the Cu doping inside the plastic core. In the four images of figure 6, the emission from
the core is clearly differentiated from the Cu foil one. The vertical size of this core is about
50 µm at maximum compression, which is in agreement with the presented simulations. One
can also easily see that the horizontal length of the emitting region inside the cylinder decreases
with the delay: the penetration depth of the electrons is reduced for a high compression. For
the low-density targets, the number of Cu atoms in the foam turned out to be too low to have
a significant number of photons coming out of the target.
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Figure 4. X-ray radiography images of the compressed cylinder (a) 500 ps before maximum
compression and (b) at maximum compression (τ = 2.2 ns). Both these results correspond to
a 1 g cm−3 initial foam density inside the cylinder. (c) Example of simulated density and x-ray
transmission radial profiles, with a 30% Cl-doped 1 g cm−3 core at τ = 3 ns. The hatched area
corresponds to the Cl-doped core. (d) Overall results of the x-ray radiography diagnostic. Squares
are experimental points and dots are simulated ones. Open or solid points correspond to 0.1 or
1 g cm−3, respectively. Simulation for doping-free core is plotted as a dashed line.

Figure 5. Ratio between Cu and Ni x-ray emissions as measured with the HOPG spectrometer
versus the delay τ , for different initial core densities.

Now taking into account the rear Cu foil instead of the core, the measurement of the width
of this rear surface Cu-Kα emission is closely linked to the divergence of the electrons reaching
the rear surface. The side-view x-ray imager corresponding results are plotted in figure 7. It
shows two different behaviours of the hot electron divergence. With low-density targets, the
width decreases with the delay. The opposite trend is observed for high-density targets.
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Figure 6. Side-view x-ray images of the Cu-Kα emission from the compressed cylinder at different
delays (1 g cm−3 initial density in all cases).

Figure 7. Side-view imager results for fast-electron beam divergence measurements: rear surface
foil width for different target densities. Linear fits are plotted for low- or high-density targets.

5. Discussion and conclusion

The second phase results indicate a decreasing fraction of electrons reaching the rear surface
when the compression occurs. It shows that the electrons are slowed down more efficiently
with a high compression. For delays above 2 ns, the signal shows a plateau which hints at the
presence of a hot electron component reaching the rear surface through the high-density core.
This is supported by the side-view images of figure 6 as the same integrated signal is always
visible on this rear surface. These images also confirm the presence of hot electrons inside the
dense target.

To explain the electron divergence behaviour of figure 7, a few leads have to be investigated.
We observe two different trends: the spot size either decreases or increases with the compression
evolution. For the former case, we can formulate the following explanations. Firstly, the
increasing density prevents the coldest electrons from reaching the rear surface. The remaining
electrons, being more energetic, are less deviated through the plasma, resulting in a lower
detected divergence. Secondly, the low-density targets are composed of a shell that is much
denser than the core, as shown in figures 2(a) and (b). The corresponding density ratio is about
5 : 1 at maximum compression, with a 50 µm diameter core. A resistivity model from [12]
and the results from [13] applied to the present case could indicate a resistive confinement of
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the electrons inside the cylinder core, thus reducing the electron beam size while the cylinder
is being compressed. Similarly, collisional processes might be able to prevent the electrons
from diverging through the dense shell. Lastly, the electron beam can be truncated by this
shell (because of an increased stopping power) thus giving a smaller spot on the rear surface.
All these guiding effects may not apply in the case of high-density (solid) targets. However, it
is difficult to say whether they are able to reverse the trend, i.e. divergence increasing with the
delay. Indeed, measurements on such a small scale target make their interpretation difficult.
To answer this question, electron transport simulations are under consideration.

In conclusion, cylindrical compression has been achieved and measured to be in good
agreement with the hydrodynamic simulations, and electron transport features have been
measured. Within the fast-ignition framework, the presented results indicate that the same
number of fast electrons able to reach the high-density region are observed for different initial
target densities. More surprisingly, the electron divergence appears to depend strongly on the
plasma geometries achieved for those different initial densities. In order to understand the
above results, electron propagation simulations using electron transport codes still need to be
performed. As one of the few experiments on electron transport in compressed matter [14],
further studies need to be achieved to complete the HiPER roadmap. Overall, this experiment
was an important testbed for the lasers and diagnostics in such a new configuration, several
challenging experimental points have been clarified and fast-electron behaviours in compressed
matter have been underlined.
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